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Goal of the PhD
To enable reproducible performance

evaluation of serverless applications and =7
their underlying cloud infrastructure. =
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Progression of Deployment Options
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Figure adapted from S. Fink. Serverless — Where Have We Come? Where Are We Going? Keynote at WoSC@CLOUD’18.
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Serverless in the Wild
®
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Kazakhstan's tourism board has adopted the Borat
catchphrase "very nice” in its new advertising
campaign.
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Performance in Serverless

Q

High latency is a problem
[Leitner et al., JSS’19.]

Top 2 non-functional challenge
[Wen et al., ESEC/FSE’21.]

Most popular topic within serverless
[Yussupov et al., UCC’19.]

- No consolidated view

Moving BBC Online to the cloud: https://medium.com/bbc-design-engineering/moving-bbc-online-to-the-cloud-afdfb7c072ff

2022-09-08

PhD Defense Joel Scheuner




$6) CHALMERS | (@}) UNIVERSITY OF GOTHENBURG

Research Questions

What is the current state of serverless

REd applications and their performance?

(&

\

p
RQ? What are the performance challenges of

serverless applications?

J

How can limitations of benchmarking cloud

RQ3 Infrastructure be addressed?




UNIVERSITY OF GOTHENBURG

Contributions Overview

RQ1: Current state of serverless

Paper a (JSS’'19) Papt_er B_ (TSE’21) -
Performance evaluation Application characteristics
O literature review = Ssample study

RQ2: Serverless application performance

Paper y (journal submission) Paper & (conference submission) Paper ¢ (IC2E’22)
)| ServiTrace application & CrossFit: Cross-provider TriggerBench: Function
= benchmarking suite A application benchmarking trigger benchmark

RQ3: Limitations of cloud benchmarking

Paper ¢ (QUDOS’18) Paper n (CLOUD’18) Paper 6 (EMSE’19)
&-@ Integrated micro and Eﬂﬂﬁ Application performance 4 Reliable cloud
L& application benchmark suite estimation 2 benchmarking
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RQ1: Current State of Serverless

Literature review [a] Sample study [B]
% 112 serverless performance studies $>(1)>@ 89 serverless applications
DSEca0Emiel 61 grey literature Os}. =
aZ| 22 characteristics

wdies since ]

2016 — 2019

>
S

Triangulate with 10 related sources

Fe

;-:@f' Studies and their design Documentation and code
'35 > Secondary research hid —> Primary research

a Function-as-a-Service Performance Evaluation: A Multivocal Literature B The State of Serverless Applications: Collection,
Review. JSS’20. Characterization, and Community Consensus. TSE’21.
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RQ1: Current State of Serverless

Benchmark Type [a]
75% Micro-benchmarks

44%, Application-benchmarks

External Service
12% Database used in performance studies [d]
B8,  Database found in real applications [B]

o Workload Burstiness [8]
Reproducibility [a] _ Bursty vs. non-bursty

40% Sufficient experimental setup description

22% Open access artifact > Eg

a Function-as-a-Service Performance Evaluation: A Multivocal Literature B The State of Serverless Applications: Collection,
Review. JSS’20. Characterization, and Community Consensus. TSE’21.
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Contributions Overview

RQ1: Current state of serverless

Paper a (JSS’'19) Papt_er B_ (TSE’21) -
Performance evaluation Application characteristics
O literature review = Ssample study

RQ2: Serverless application performance

Paper Y (journal submission) Paper O (conference submission)
)| ServiTrace application & CrossFit: Cross-provider
= benchmarking suite A application benchmarking

Paper ¢ (IC2E’22)
TriggerBench: Function
trigger benchmark

RQ3: Limitations of cloud benchmarking

Paper ¢ (QUDOS’18) Paper n (CLOUD’18)

&-@ Integrated micro and Eﬂﬂﬁ Application performance
L& application benchmark suite estimation

Paper 86 (EMSE’19)
4 Reliable cloud

2 benchmarking

2022-09-08 PhD Defense Joel Scheuner




UNIVERSITY OF GOTHENBURG

RQ2: Serverless Application Performance
RQ3: Limitations of Cloud Benchmarking

Engineering research Field experiment
A A
( \ ( \
(1 Benchmark design (2) Benchmark execution (3) Data pre-processing (4) Data analysis
N Q .:.'o
/Q\i — ( ) — \i/ — G
‘ = . Q
13 apps Cloud s amazon Goog%oud 5 public datasets Quantitative
Benchmarks<50 micro providers /4 Microsoft " uciou _ methods
Data volume: >200 GB (e.g., violin or
Languages @ {is @  Many dimensions (e.g., Data types: execution times, ~ ECDF plots)

puthon Javascript Java Ruby

workloads, repetitions, timestamps, traces

;@;@@O instrumentation)
(geasH ...
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RQ2: Serverless Application Performance

Seerrace [Y] ServiTrace Cloud Provider

Automates full Application Package & (@ Deploy N Serverless Application

benchmarking lifycycle + Deployment Scripts
M @ Invoke : ﬂ‘f—’D')@_)ﬁ- )®_)ﬁ

Workload Profil
LT

10 diverse applications

(based on RQ1) __ _ 3
Raw Traces —||< © Retrieve m Service

Well-tested Latency _=t )@ Analyze

(unit, integration, Breakdown =Q

7.5 million traces) Eun(_)® Visualize

Results

y Let’s Trace It: Fine-Grained Serverless Benchmarking for Synchronous and Asynchronous Applications. Under submission to a journal.
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RQ2: Serverless Application Performance

User Gateway 1 Fun.ction 1: Bucket 1: Function 2: Bucket 2
Upload _ Persist Image  gtore Images Async Make Thumb. ~_Store Thumbnails
Image Trigger Image - Trigger um -
— N —® — & B — &

y Let’s Trace It: Fine-Grained Serverless Benchmarking for Synchronous and Asynchronous Applications. Under submission to a journal.
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RQ2: Serverless Application Performance

User Gatewav 1 Function 1: Bucket 1: Function 2: Bucket 2:
Upload v _ Persist Image  gtore Images Async Make Thumb. ~_Store Thumbnails
Image Trigger Image - Trigger Thumb. -
_— > ‘.’..’D e e E -------- > @ e E
Gateway 1 I | [ Original Span
Function 1 [ |
Function 1 - Initialization [ ]
17
. . ©
Function 1 - Execution 1 | Ry
Bucket 1 - Get Metadata 1 KA Incomplete Lacking insights
Bucket 1 - Upload image 1 .
Queueing time 0
Function 2 |
Function 2 - Initialization q)
Function 2 - Execution 1 |
Bucket 1 - Download 1
Bucket 2 - Upload ]
Time [ms]

y Let’s Trace It: Fine-Grained Serverless Benchmarking for Synchronous and Asynchronous Applications. Under submission to a journal.
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RQ2: Serverless Application Performance

User Gatewav 1 Function 1: Bucket 1:
Upload v _ Persist Image  Siore Images Async
Image Trigger Image - Trigger
EEE—— </ E— > VPN  -------- >
Gateway 1 [37 | .
Function 1 [434 | \5
Function 1 - Initialization [ 2956 a\v S
Function 1 - Unaccounted 2 a

Function 1 - Execution
Bucket 1 - Get Metadata
Bucket 1 - Upload image

Make Thumb,  Store

Function 2: Bucket 2:

Thumbnails

Thumb. -
® — B

[ Original Span
Computation
External Service
Orchestration
Trigger
Queueing
Finalization Overhead

Trigger (not traced) Se‘. . 1010 Runtime Initialization
Queueing time RREEET »{l59 Container Initialization
Function 2 B37 44]
Function 2 - Initialization
Function 2 - Unaccounted 3 140
Function 2 - Execution [ 2400 734 |
Bucket 1 - Download 037
Bucket 2 - Upload [
Time [ms]

y Let’s Trace It: Fine-Grained Serverless Benchmarking for Synchronous and Asynchronous Applications. Under submission to a journal.
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RQ2: Serverless Application Performance
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Median Latency (50" percentile)

194 ms

1223 ms

Thumbnail Generator

532 ms

Often dominates median latency

281 ms

Facial Recognition

17 ms

22 ms

Realworld Backend

Activity
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y Let’s Trace It: Fine-Grained Serverless Benchmarking for Synchronous and Asynchronous Applications. Under submission to a journal.
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RQ2: Serverless Application Performance
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| B |

Tail Latency (99" percentile)

+12 ms +208 ms

Activity
Computation
m External Service
+250 ms Orchestration
Trigger
+1126 ms +73 ms Queueing
+164 ms
Thumbnail Generator Facial Recognition Realworld Backend

y Let’s Trace It: Fine-Grained Serverless Benchmarking for Synchronous and Asynchronous Applications. Under submission to a journal.
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RQ2: Serverless Application Performance

CrosskFit [8]: Cross-provider application insights TriggerBench [g]: Latency of trigger types
2500 A
=
< Trigger Type E HTTP : Queue E Storage
2000 ~
14
— - 0.75 1
wn
£ 1500 - 0.50+
C
=) o 0.25-
© Significant . ol
S 1000 A . fa)
a difference - S
14
5004 |7, -> 0751
5 0.50
N
< 0.254
0 T e e— 04 H H :
Total Trigger 10 100 1000 10000
Trigger Latency (ms)
© CrossFit: Fine-grained Benchmarking of Serverless Application € TriggerBench: A Performance Benchmark for Serverless
Performance across Cloud Providers. Under submission to a conference. Function Triggers. IC2E’22. To appear as short paper.
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RQ3: Limitations of Cloud Benchmarking

Micro-Benchmarks Application-Benchmarks
m i E ﬂ — Depends on benchmark
™ Bas \ and environment
CPU Memory Storage Network Overall performance
(e.g., response time)
? L
e : — Variability
Relationship

Often possible with
repetitions within and

Selected micro-benchmarks are better . .
1 4% across virtual machines

application performance predictors than
static baselines.

Slowdown detection

n Estimating Cloud Application Performance Based on Micro-Benchmark 8 Software Microbenchmarking in the Cloud. How Bad is it Really?
Profiling. CLOUD’18. EMSE'19.
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Results Summary

RQ1: Current state of serverless

Synthetic micro-benchmarks have been studied extensively but we
need more realistic application-benchmarks that integrate with external services.

RQ2: Serverless application performance

External service calls and trigger-based function coordination are often slow and
suffer from long tail latency.

RQ3: Limitations of cloud benchmarking

Only selected micro-benchmarks are suitable for application performance estimation
and repetitions at different levels should be used for reliable performance testing.
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Conclusions

@ Design better cloud performance studies
= (2

-0-

n Improve the performance of serverless applications Joel Scheuner
> (L
% " 84 scheuner@chalmers.se
) W joeddev

@ All artefacts are available & joelscheuner.com
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 Documentation by Eucalyp, Graph by Wuppdidu,
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